Assignment 2: AMS 268 (Due Date 2/21)

February 9, 2018

1. Consider the high dimensional linear regression model
y =00+ Bix1 + Paxa + -+ + By, + €, e~ N(0,0%) (1)

Let x = (x1,...,x,) ~ N(0,X), where X is a p x p positive definite matrix. Assume
that we have observed a sample of size n, (y;,x;)"; and assume o? = 1. Consider
simulating data by taking various combinations of (n,p, %, 3) as follows

(a) n = 50,200

(b) p=20
(C) E = SO.67
(d) By =--- =B =3, B; = 0 for any other j where S,;; = 1,8,;; = pli=il for i # j.

e Simulate data for both combinations described as above. You already have the

code from Hw 1.

e Run Bayesian high dimensional model with ¢g prior with a fixed g of your choice

from the classnotes. (Write your own code)

e Test the hypotheses (i) Hy : 1 =0 (ii) Hy : S19 = 0.

2. Simulate xy;, 9, ..., xp ~ N(0,1) for i = 1,...,n. Simulate the response from

Y; = 1082.71(77'1'11‘[1/’21‘) + 20(5[]2Z - O5)3_ + 101:42 + €, € N(O, 0'2).



Consider, 02 = 0.5 and fit Random Forest and BART when (i) p = 200,n = 200 and
(ii) n = 500,p = 100. Use the same number trees for fitting BART and Random

Forest. Simulate an additional 100 responses.
e Provide MSPE, length and coverage of 95% predictive intervals for both BART
and Random Forest.
e Show the analysis for the number of trees equal to 10 and 500.

e Add noise from N(0,0.1) and add the noise to predictors 1, xs and z9. Repeat

the analysis.



